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Abstract—In concentrating photovoltaics (CPV) cell assem­
blies, a large-area die-attach layer is subjected to thermal cycles, 
leading to thermomechanical fatigue. This causes cracking and 
the eventual failure of the CPV cell by thermal runaway. We 
define a damage metric representing lumped progress toward 
failure and present a numerical model for computing the accumu­
lation of damage for arbitrary transient temperature conditions. 
The model is applied to a particular design with a solder die-
attach layer. We show that accelerated-test thermal cycles with 
higher ramp rates cause more damage, both per cycle and per 
unit time. Outdoor exposure to one entire year in two geographic 
locations is also simulated, revealing that a year of exposure in 
Golden, Colorado is equivalent to 1.4 years of exposure in Oak 
Ridge, Tennessee. 

I. BACKGROUND AND INTRODUCTION 

In concentrating photovoltaic (CPV) systems, small so­

lar cells are exposed to sunlight that has been optically 

concentrated. Typical high-concentration CPV systems use 

approximately 1 cm2 cells under sunlight concentrated by 

500× to 1000×. In a typical cell, 40% of the light incident 

on the cell is converted to electricity and the remaining 

60% is dissipated as heat. Effective removal of this heat is 

critical for the cell to continue functioning. The components 

of the cell assembly, namely the cell, die-attach material and 

substrate, all have different coefficients of thermal expansion. 

Cyclic changes in the temperature of the assembly result 

in differential thermal expansion, subjecting the assembly to 

thermomechanical fatigue. Cracking of the die-attach material 

due to thermomechanical fatigue has been suggested as a key 

failure mechanism for some CPV systems [1], [2]. 

CPV products sold today have not existed long enough for 

adequate reliability prediction based on field data. Instead, 

designs are evaluated using indoor accelerated tests, such as 

thermal cycling, that have been developed to duplicate failures 

observed in the field for early designs. The accelerated test 

protocols used in qualification testing are intended to expose 

faulty design, materials and workmanship, not to predict 

lifetime [3]. A quantitative connection between the die-attach 

material’s lifetime during accelerated testing and during out­

door exposure has not been made. Furthermore, CPV systems 

can be deployed in widely varying meteorological conditions. 

The sensitivity of a cell assembly’s lifetime to its service 

conditions has also not been established. 

In this paper, we present results from a computational model 

of thermomechanical fatigue in a CPV cell assembly. The 

model describes the viscoplastic behavior of a solder die-

attach layer and quantifies the damage sustained by the layer 

during arbitrary temperature conditions. To provide informa­

tion on how to most quickly complete accelerated tests, we 

make quantitative comparisons of die-attach layer lifetime by 

computing the accumulated damage for temperature histories 

typical of accelerated testing and of outdoor exposure in 

various climates. For accelerated test cycles, we examine the 

sensitivity of the rate of damage accumulation to the ramp rate 

and dwell time of the thermal cycle. 

II. METHOD 

A. Failure mechanism and metric 

The failure mechanism under consideration is cracking in 

the die-attach layer. In CPV applications, solder or conductive 

epoxy can serve as the die-attach material. Compared to the 

relatively well-understood solder joints used in microelectron­

ics packaging, CPV die-attach layers are large and cracks 

cause device failure in a different way. A microelectronics 

package has failed when a single, critical solder joint, often 

the outermost in a pattern of hundreds of <1 mm solder balls, 

develops a through crack [4], [5]. In contrast, CPV cells are 

often ∼1 cm square and their entire areas are attached to 

a substrate with a large-area die-attach layer. The CPV cell 

assembly has failed when, in a corner of the die-attach layer, 

a crack develops that is large enough to cause the failure of 

the solar cell due to thermal runaway. 

The size of the crack needed to cause thermal runaway 

thus depends on the characteristics of the cell, the assembly 

and service conditions such as electric current density. In one 

particular cell assembly, it has been shown that a void or 

crack covering 2.5%–4% of the die-attach area, depending on 

the die-attach material, is sufficient to cause thermal runaway 

during operation [6]. The objective of this work is to predict, 

given a particular cell assembly design, the relative time 

to failure of the package when exposed to different service 

conditions. 

The choice of solder composition influences the fatigue life 

of the die-attach layer. Compared to a lead-based solder joint, 

the lifetime of a lead-free solder connection can be several 

times shorter or longer depending on service or test conditions 

[7]. Eutectic and near-eutectic lead-tin solders are a common 

choice of die-attach material and we select the 60Sn40Pb 

composition for this investigation. Lead-tin solder shows sub­

stantial viscoplastic behavior at CPV service temperatures. 
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Fig. 1. Simplified representation of the CPV cell assembly model used in 
this work. One quarter of the assembly is shown and optical elements and 
electrical connections are hidden. 
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Fig. 2. Accelerated-test thermal cycles prescribed by IEC 62108. 

This results in time-independent, time-dependent and rate-

dependent inelastic deformations. Producing these deforma­

tions requires the dissipation of inelastic work, which has been 

proposed as a measure of damage in solder connections [5]. In 

each of the three normal and three shear directions, inelastic 

strain energy density, also called inelastic work, is defined as 
J

Wpl = |σ |dεpl , (1) 

where σ is normal or shear stress and εpl is the inelastic 

component of normal or shear strain. Work done in the in-

plane directions acts primarily in the interior of the die-attach 

layer or parallel to cracks, so it does not contribute to crack 

growth in the area of interest. Thus the appropriate measure of 

damage is the volume average of the sum of the three out-of­

plane inelastic energy density components, which has units of 

J m −3 or Pa. This damage metric excludes most of the inelastic 

work done in the interior of the solder layer, eliminating the 

need to arbitrarily establish a geometric region in which to 

measure damage. 

In this investigation we use the damage quantity to reflect 

lumped progress toward failure and we ignore the details of 

crack initiation and propagation. We propose that a typical cell 

assembly will fail after it has sustained a characteristic quantity 

of damage. By comparing the damage done by exposure to 

various thermal conditions, a given assembly’s relative lifetime 

in those conditions can be estimated. 

B. Simulation 

We calculate the accumulation of damage in the die-attach 

layer by simulating the solid mechanics of the layer using 

the finite element method. The three-dimensional geome­

try is shown schematically in Fig. 1. We neglect electrical 

connections, encapsulant and optical elements at the top of 

the cell and assume a flawless solder layer, free of voids, 

contamination and pre-existing cracks. 

We use the Anand model to compute the viscoplastic 

material response in the solder layer. The solder layer contains 

a field of inelastic strain that is superposed with the elastic 

strain field. The rate of change of equivalent inelastic strain 

follows the flow equation, 
( )

[ ( )]
1

−Q σeq m 
ε̇pl,eq = A exp sinh ξ , (2)

RT s 

where A is a pre-exponential factor, Q is an activation energy, 

R is the ideal gas constant, T is temperature, ξ is a stress 

factor, σeq is equivalent stress, s is a hardening variable and 

m is a sensitivity exponent. This equivalent inelastic strain rate 

is partitioned into the six inelastic strain rate components using 

( ) 3 (σd )i j 
ε̇pl = ε̇pl,eq , (3)

i j σeq2 
( )

where ε̇pl is the rate of change of the i j component of
i j 

inelastic strain and is the i j component of σd , the (σd )i j 
deviatoric stress [8]. 

The hardening variable s is a field in the solder layer 

representing isotropic resistance to deformation. It has units 

of stress and evolves according to 
  ( )a 

ṡ = ε̇pl,eq h0  
 

1− 
s 
 

 

signum 1− 
s 

∗ ∗ s s 
 ( ) n (4)˙∗ εpl,eq Q 

s = ŝ exp , 
A RT 

where h0 is a hardening constant, a is a factor for the sensi­
∗ tivity of hardening to strain rate, s is the variable saturation 

value of hardening, ŝ is a hardening saturation coefficient and 

n is a sensitivity exponent. 

We use values for the material properties, A, Q, ξ , m, h0, 

a, ŝ, n, fitted to experiments on 60Sn40Pb solder [9]. These 

properties are assumed to remain stationary throughout the 

life of the device. The germanium cell and direct-bond copper 

(DBC) substrate layers are assumed to behave elastically. The 

assembly has two planes of symmetry, so only a quarter of 

the geometry is simulated. The effect of the heat sink on 

the mechanical response of the cell assembly is neglected; 

mechanically, the assembly is simply supported. 

The aluminum heat sink, shown in Figure 1, is the compo­

nent of the CPV cell assembly that faces the ambient air. We 

refer to the outside temperature of the heat sink as the module 
temperature and the temperature of the CPV cell as the cell 
temperature. 

Accelerated testing of CPV modules is done according to 

the IEC 62108 standard, which prescribes the thermal cycles 

shown in Figure 2. The TCA1, TCA2 and TCA3 cycle types 

have a maximum temperature of 85, 110 and 65◦C, respec­

tively. All of the cycles use a minimum temperature of −40◦C 

and a dwell time of 10 minutes. The standard allows for a 

range of total cycle times; we select 100 minutes as a baseline 

cycle time. These tests are performed without illumination; 

the specimen is heated and cooled by the surrounding air. 

The standard calls for the application of current during certain 

portions of the thermal cycle; we ignore the local temperature 
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variations that this would cause. Considering the small mass 

and thickness of the cell assembly and the modest ramp rates 

of the accelerated test cycles, we assume the cell and module 

temperatures are equal and that the cell assembly’s temperature 

is uniform during accelerated test cycles. We simulate the 

damage accumulated in the die-attach layer during the three 

standard types of accelerated test cycles and consider changes 

to the timing of the standard cycles. We show that the damage 

done by a single thermal cycle depends on the model’s state, 
( )

namely the field of and s in the solder layer. Theεpl i j 
physical initial state cannot be perfectly determined ahead 

of time, so an approximate initial state must be chosen. The 

damage done per repetition of a thermal cycle then settles 

to a constant value over the course of several cycles. In every 

analysis of a thermal cycle presented here, we simulate at least 

25 cycles and present the damage done by the final cycle. In 

this work, figures for damage and for damage rate, defined 
damage per cycle 

here as , are always normalized to the damage 
cycle time 

or damage rate for a single TCA2 cycle as shown in Figure 2. 

For simulation of outdoor exposure, the module tempera­

ture is calculated from one-minute measurements of ambient 

temperature, wind speed and direct normal irradiance (DNI) 

using a model based on a steady-state model for CPV systems 

[10]. To capture transient behavior, an exponential weighted 

moving-average (EWMA) filter with a time constant derived 

from experimental CPV module temperature data is applied to 

the static model. Because the cell’s temperature responds to 

changes in DNI almost instantaneously, the cell temperature 

is computed from the module temperature by adding a static 

contribution proportional to DNI and fitted from experiment. 

Module temperature (Tm) and cell temperature (Tc) at time 

step t are calculated using 

(Tm) = α {(Ta) exp [a + b(vw) ]}+(1−α)(Tm)t t +(EDNI)t t t−1 

(EDNI)t(Tc) = (Tm) + ΔTc ,t t (EDNI)ref 
(5) 

where α is the EWMA gain, Ta is ambient temperature, EDNI 

is direct normal irradiance, vw is wind speed, a and b are 

fitting coefficients and ΔTc is the cell temperature rise at the 

reference irradiance, (EDNI)ref. 

The difference between Tm and Tc introduces a gradient in 

temperature between the top and bottom layers of the cell 

assembly. Preliminary simulations showed that neglecting this 

gradient can cause damage to be underestimated by more than 

35% in certain weather conditions. We assume the through-

plane temperature distribution at any moment matches the 

one-dimensional, steady-state heat conduction solution for the 

cell assembly layers without thermal contact resistance. Pre­

liminary simulations of the three-dimensional, transient heat 

conduction problem showed the validity of this approximation 

due to the cell assembly’s small mass and large aspect ratio. 

We synthesize a year of module and cell temperature data 

using weather data from July 2008 through June 2009. The 

year is made periodic by adjusting the conditions at the 

beginning and end of the year until they match. The periodic 

year is simulated until the results from the final day match 

those from the same day in the previous year. This typically 

takes ∼1.2 simulated years. 

III. RESULTS AND DISCUSSION 

A. Accelerated test cycles 

Accelerated testing can be made more economical by choos­

ing cycles that cause more damage. The rate of damage 

accumulation, not the absolute damage done by each cycle, 

is the parameter to be maximized. 

1) Dwell time effect: We simulated accelerated test cycles 

based upon the IEC 62108 type TCA1, TCA2 and TCA3 

cycles, but with changes to the hot and cold dwell times. 

The modified temperature cycles and resulting accumulation 

of damage are shown in Figures 3 and 4. In Figure 3, cycles 

with a hot dwell time of 600 s and cold dwell times of 0, 

600 and 6000 s are shown. In Figure 4, cycles with a cold 

dwell time of 600 s and hot dwell times of 0, 600 and 6000 s 

are shown. In every case, a longer dwell time enables a test 

cycle to do more damage. The effect of extending the cold 

dwell time is stronger for higher-temperature cycles (TCA2) 

whereas the effect of extending the hot dwell time is stronger 

for lower-temperature cycles (TCA3). 

The rate of accumulation of damage for each variation of 

dwell time is shown in Figure 6, normalized to the damage 

rate for the TCA2 cycle. Changing the hot dwell time has 

a minimal effect on damage rate. For a TCA2-type cycle, 

changing the cold dwell time to 0 s increases the damage 

rate by 9%. 

Stress in the solder layer relaxes during the hot dwell period, 

enabling high stresses to develop during the cooling ramp, 

during which the majority of the damage in the standard cycle 

is done. But the high temperature of accelerated test cycles 

enables substantial stress relaxation to occur even when the 

hot dwell time is zero. Thus the damage per cycle is relatively 

insensitive to changes in the hot dwell time. 

The kinetics of plastic flow in the solder are slowed at 

low temperatures, so stress relaxation occurs more slowly 

during the cold dwell period. Increasing the cold dwell time 

allows more relaxation to occur, enabling the heating ramp 

to accumulate more damage. However, this requires a much 

longer cycle time, meaning that only modest increases in the 

damage rate can be achieved by extending the cold dwell 

time. In summary, Figure 6 shows that the damage rate is not 

particularly sensitive to changes in dwell time. These results 

apply to the specific material system and geometry simulated 

here. It has been shown that the optimal dwell time depends 

on solder composition [11]. 

2) Ramp rate effect: The accelerated test cycles were mod­

ified by altering the ramp rates between the hot and cold dwell 

periods. The modified cycles and the resulting accumulation 

of damage are shown in Figure 5. The standard cycle’s ramp 

time is 40 minutes. Cycles with 20-, 10- and 5-minute ramp 

times are also shown in Figure 5. Increasing the ramp rate 

increases the damage done per cycle by increasing the damage 
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Fig. 3. Accelerated-test thermal cycles modified with different cold dwell times of 0, 10 and 100 minutes. Damage is normalized to the baseline TCA2 
cycle, a cycle with a 10-minute cold dwell time. Extending the cold dwell increases the damage done by a given cycle by allowing more stress relaxation to 
occur. 
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Fig. 4. Accelerated-test thermal cycles modified hot dwell times of 0, 10 and 100 minutes. Damage is normalized to the baseline TCA2 cycle, a cycle with 
a 10-minute hot dwell time. Extending the hot dwell increases the damage done by a given cycle by allowing more stress relaxation to occur. The effect is 
stronger for the low-temperature cycle (TCA3) than for the high-temperature cycle (TCA2). 
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Fig. 5. Accelerated-test thermal cycles modified with different ramp times. Temperature curves are marked with the ramp time in minutes. Damage is 
normalized to the baseline cycle, a TCA2 cycle with a 40-minute ramp time. Shorter ramps result in substantially more damage per cycle. 
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Fig. 6. Test time and cycles to failure, normalized to the baseline TCA2 cycle, for modified accelerated test cycles with variable ramp rates and dwell times. 
The baseline cycle for each cycle type is marked with a point. Increasing a cycle’s ramp rate can substantially reduce test time. 

done during both ramps. The effect is stronger with higher-

temperature cycles. 

The rate of accumulation of damage for the cycles with 

modified ramp rates is shown in Figure 6. Changing the ramp 

time of a TCA2 cycle to 5 minutes, a ramp rate of 0.5◦C/s, 

increases the damage rate of the cycle by more than 450% 

compared to the same cycle with a 40-minute ramp time. 

For every cycle tested here, the damage rate increases with 

increasing ramp rate. Faster changes in temperature cause 

higher stresses to develop in the solder layer before plastic 

flow can cause them to relax, causing more damage during 
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the ramp period. More damage is also done during the dwell 

periods because the solder layer is subjected to higher stress 

at the beginning of each dwell period. However, achieving 

test cycle ramp rates as high as 0.5◦C/s may be technically 

difficult, particularly with test equipment that is designed for 

the standard cycles. Unconventional test equipment, such as 

equipment that tests only the cell assembly instead of the 

entire module or equipment that heats the cells with forward 

bias, can achieve even higher ramp rates, but at the cost 

of temperature uniformity through the assembly and possible 

excitation of a thermal shock failure mechanism. In summary, 

Figure 6 shows that the highest damage rate is achieved with 

the highest practical ramp rate that does not excite a different 

failure mechanism from the service failure mechanism. The 

simulation tools presented here may be used to identify the 

onset of uncharacteristic failure mechanisms: when test articles 

fail much sooner than the simulations predict, a different, 

unmodeled mechanism may be responsible. 

In typical empirical models, the effect of dwell time and 

ramp rate is lumped into a single cycling frequency term with 

a strictly negative relationship to the accumulation of damage 

[12]. The preceding results indicate a large difference in their 

respective sensitivities and that the cumulative effect may in 

fact be of opposite sign. Therefore both dwell time and ramp 

rate should be considered independently when the effect of 

the cycling frequency on the rate of damage accumulation 

(acceleration factor) is analyzed. 

0 10000 20000 30000 
time (s) 

Fig. 7. Switching from one thermal cycle to another affects the damage done 
by each cycle in a transient way. 

3) Cycle switching: We simulated many repetitions of a 

small thermal cycle (cycle A), followed by many repetitions 

of a similar thermal cycle with a different mean temperature 

(cycle B). The temperature history and damage per cycle are 

plotted in Figure 7. The damage done by the first instance of 

cycle B is more than two orders of magnitude greater than the 

long-term characteristic damage of cycle B. 

The damage done by a particular cycle depends not only 

on the nature of the cell assembly and the cycle, but also on 

the solder layer’s internal state. The internal state includes the 

six components of inelastic strain and the hardening variable 

s at every location. For a given material and geometry, each 

thermal cycle results in a cycle of s with a particular mean 

value. The s cycle does not reach its long-term amplitude and 

mean until after many repetitions of the thermal cycle. Since 

the damage done by a given cycle depends on the present field 

of s in the solder layer, the amount of damage done by the 

cycle is only constant after the s cycle has reached its long-

term amplitude and mean. 

The damage done by a long sequence of thermal cycles can 
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B. Outdoor exposure 

One entire year of outdoor exposure was simulated for 

Golden, Colorado and for Oak Ridge, Tennessee in the United 

States. The accumulated damage is shown in Figure 8. For 

the mechanism considered here, a year of outdoor exposure 

in Oak Ridge is equivalent to ∼59 TCA2 thermal cycles. A 

year in Golden is equivalent to ∼80 TCA2 thermal cycles 

or 1.4 years in Oak Ridge. No uncertainty analysis has been 
Fig. 8. Accumulated damage for one year of outdoor exposure in two done regarding these predictions, so confidence in the relative 
different locations. The weather data are taken from June 2008 through July 

lifetime between locations is higher than confidence in the 2009. 
absolute number of equivalent thermal cycles. 

Cell temperature histories and damage accumulation for 

selected days in the two locations are shown in Figures 11 
Oak Ridge 

Golden 
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and 12. The uppermost plots show days where practically 

no damage occurs because the DNI and ambient temperature, 

and thus the cell temperature, remain low for the entire day. 

Examples of clear days are shown next. For both locations, the 

sunny day causes very nearly the median damage for all days 

of the year. The third row of plots shows partly-cloudy days 

causing relatively heavy damage due to multiple transitions 

between very low and very high DNI. The final row shows 

the most damaging day of the year for each location. These 

days are characterized by high ambient temperatures and a 

period of full sun in the morning followed by several hours 

of sharp transitions between full sun and virtually no sun. 

As with accelerated test cycles, most of the damage done 

during a sunny day occurs during the cooling ramp, after stress 

relaxation has occurred at elevated temperature. Sunny days 

with periods of opaque clouds provide multiple heating and 

cooling phases, each of which causes damage according to its 

0.0 0.2 0.4 0.6 0.8 

damage per day (arb. unit) 

Fig. 9. Histograms of the daily accumulated damage. 
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Fig. 10. Histograms of the direct component of insolation. 

ramp rate and dwell time. The most damaging days have the 

greatest number of transitions between full sun and virtually 

no direct sun. 

Given that the same qualitative day types are present and do 

approximately the same amount of damage in both locations, 

the difference in total annual damage accumulation between 

the two cities is due to differing numbers of days of each 

type. Histograms of the daily amount of accumulated damage 

are shown in Figure 9. Compared to Golden, Oak Ridge has 

a greater number of days during which very little damage is 

done. Golden has a higher median daily damage than Oak 

Ridge. 

We quantify the total amount of energy available to heat the 

cell above ambient temperature by integrating DNI to obtain 

the direct component of insolation. The histogram of insolation 

for the year simulated here is shown in Figure 10. Over the 

course of the year, Golden has 36% more direct insolation than 
thus be approximated by multiplying the damage done by a 

single such cycle after the specimen has reached its long-term 

state s. Efforts have been made to compute the damage done 

during outdoor exposure by assigning to each temperature 

reversal an amount of damage corresponding to the damage 

done by a long sequence of such reversals. We have now 

shown that this will result in a miscalculation of damage 

because the temperature reversals during outdoor exposure 

never repeat in a long sequence and can occur in any order. 

Oak Ridge. In summary, a year in Golden does more damage 

than a year in Oak Ridge in part because Golden has more 

sunny days and more days of highly variable irradiance. 
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Fig. 11. Temperature histories and damage accumulation for selected days Fig. 12. Temperature histories and damage accumulation for selected days 
in Oak Ridge. in Golden. 
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IV. CONCLUSION 

We have shown how different kinds of temperature changes 

cause different amounts of damage in the CPV die-attach layer. 

Thermal cycles with long dwell times and fast ramp rates cause 

more damage per cycle than those with short dwell times and 

slow ramp rates. When damage per cycle is divided by total 

cycle time, the resulting damage rate is weakly dependent on 

dwell time, but still strongly correlated with ramp rate. 

During outdoor exposure, sunny days punctuated with 

opaque clouds cause much more damage per day than clear 

days, which in turn cause more damage than very cloudy days. 

The number of days of each type in a particular location 

determines the total annual accumulation of damage in that 

location. One year of outdoor exposure in Golden, Colorado 

causes as much damage as approximately 1.4 years in Oak 

Ridge, Tennessee. 
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